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Foreword
As the Vice President of Data and Analytics at 
Geotab, it is my privilege to introduce this report 
on Generative AI maturity and its profound 
connection to Geotab’s groundbreaking Project 
G beta initiative (which enables users to “talk” to 
their fleet) as part of our investments in Geotab 
Data Intelligence. This report represents a 
collaborative effort between Geotab and Glazer 
design to delve into the transformative potential 
of Generative AI and its ability to shape the 
future of innovation.

Over the past decade, we have witnessed a 
remarkable surge in the capabilities of artificial 
intelligence. From machine learning algorithms 
to natural language processing, AI has rapidly 
evolved, enabling us to solve complex problems 
and drive substantial advancements across 
various sectors. However, it is the emergence of 
Generative AI that truly captures our imagination 
and holds the promise of exponential growth.

Generative AI represents a paradigm shift in the 
way we perceive and interact with AI systems. 
Unlike traditional AI, which relies on pre-existing 
data and patterns, Generative AI possesses 
the extraordinary ability to create new, original 
content based on learned patterns. It opens 
up a realm of possibilities that were previously 
unimaginable, propelling innovation and 
pushing the boundaries of what we can achieve. 
However, one must proceed with caution as 
Generative AI does not come without risks and 
a gradual approach should be taken by each 
organization based on its maturity.

Within this report, we aim to explore the 
various dimensions of Generative AI maturity. 
We will examine its current state, its potential 
applications, and the challenges organizations 
may encounter along the path to adoption. 

Project G, a beta initiative launched by 
Geotab, represents a watershed moment in 
the application of Generative AI in the field of 
telematics.

By leveraging the power of deep learning 
algorithms and neural networks, Project G has 
pioneered a new era of intelligent systems 
that have the capability to Generate context-
aware insight into a fleet’s operations. This 
groundbreaking initiative has the potential 
to revolutionize the telematics industry, 
transforming the way we interact with data to 
drive down time-to-insight and enable better 
decisions.

Together, let us embark on this enlightening 
journey into the realm of Generative AI maturity 
and witness the impact it holds for organizations 
around the world. May this report inspire us 
all to embrace the transformative potential of 
Generative AI and drive us towards a future 
where innovation knows no bounds.

Mike Branch
Vice President of Data and Analytics, Geotab
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Intro: GPT has entered the chat
Generative AI has risen to the forefront of every 
business executive’s mind as a key to building 
a technology-based competitive advantage. 
However, unlocking its full potential requires 
managing a sophisticated balance between 
acting on opportunities and mitigating risks.

In order to unleash the promise of Generative AI, 
organizations must adopt a new way of thinking 
and of organizing themselves. Simply put, an 
evolution in maturity is required to unleash the 
promise of this paradigm shift. This whitepaper 
looks at all the necessary success factors, and 
what executives can do to prepare for the future 
that showed up today!

Key takeaways of this report

1. If you don’t measure it, you can’t manage 
it: Just because a technology is popular 
and people are eager to experiment with it, 
does not guarantee your organization will 
sustainably grow in the application of it. 
Generative AI maturity must be measured 
across time, filling key gaps along the way, 
in order to fully harness the potential of this 
technology. In some cases, there is more 
harm than good if you do not have a strategy 
in place. 

2. Data Intelligence is the 
key outcome of (and 
input into) Generative 
AI: Generative AI is not 
just about building a 
superpowered chatbot. 
This technology is much 
more than that - it is 
multimodal and dynamic. 
However, the area of 
greatest potential is the 
generation, processing 
and analysis of data 
towards actionable and 
timely insight.  

3. A fine balance must be formed: Fine-tuning 
foundation models is the path through 
which businesses are currently forming a 
competitive advantage with Generative AI. 
However, these efforts must be tempered 
with a firm focus on ensuring adherence to 
data quality and Privacy-by Design principles 
in order to avoid calamity.

Background: A seismic shift in 
technological innovation
In just two months, ChatGPT’s public-
facing version attracted 100 million users. It 
became the fastest-growing application while 
democratizing AI in a way that has never been 
done. Nearly anyone who can ask questions can 
interact with or benefit from it; users don’t need 
a background in machine learning. 

Note that ChatGPT was simply the beginning, 
it was designed to be more or less a proof 
of concept; taking text inputs and outputting 
text. Open AI has already demoed ‘multimodal’ 
capabilities, for example a sketch on a napkin 
can become a fully functional website in 
seconds! We have also seen Diffusion Models 
in action to create images from simple text 

Who is this report for?
We’ve created this report to demystify the underlying 
components making this transformational technology a 
reality and help drive adoption by offering a lens through 
which organizations can plan and track their progress. 

This report serves as a guide for business and technology 
executives looking to understand Generative AI at a deeper 
level to establish a strategic plan and roadmap. Our goal is to 
expedite the skillful adoption of this technology by improving 
literacy around Generative AI outside of the IT department.
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‘prompts’ , thus bringing 
‘creativity’ to the machines.
All of this is made feasible 
through foundation models and 
high skill fine tuning by human 
operators. Foundation models 
are broad neural networks 
trained on enormous amounts 
of unstructured, unlabeled 
data in various media, such 
as text and audio with the goal 
of predicting the next step. Simply put, auto-
complete on steroids. A wide variety of tasks 
are now possible using foundation models, 
whereas earlier generations of AI models were 
frequently “narrow,” capable of only carrying 
out a single task, such as forecasting customer 
attrition.

According to Gartner, Generative AI solutions 
have received over $1.7 billion in funding from 
venture capital firms over the last three years. 
This sum is over and above the individual 
investments that large tech firms like Microsoft 
have been making (Microsoft announced 10 
billion dollars in investment in OpenAI and has 
been actively investing since 2019, according to 
Bloomberg). Resource injections such as these, 
coupled with the exponential increase in data 
availability over the years, are opening up new 
opportunities for Generative AI to expand use 
cases beyond text and chat to drug discovery, 
code generation, and a host of other emerging 
use cases.

As a result, McKinsey is forecasting that 
Generative AI can generate trillions of dollars of 
economic potential!  

Why Generative AI is 
accelerating and will cause the 
rest of AI to accelerate with it

In recent years, generative modeling techniques 
have seen several improvements. These 
algorithms are better equipped to grasp 

complex correlations, partly because more data 
has been used to train them.  With the increased 
volume and availability of data, models can 
now draw on a broader range of inputs, which 
improves performance. 

The models themselves have become larger 
and more advanced thanks to the availability of 
more powerful technology such as GPUs and 
TPUs (Tensor Processing Units). The quality of 
generative models has significantly improved 
because of the ability to train and fine tune 
larger models by humans. Once trained, these 
larger models provide higher-quality outputs 
with less data and less subsequent training 
required for new tasks.

The unexpected consequence of all of this is 
that ChatGPT has started to exhibit ‘sparks of 
Artificial General Intelligence’ meaning that it 
appears to be able to reason and to call other AI 
agents and plugins to achieve tasks. This puts 
us firmly on the path of exponential growth as 
‘AI Network Effects’ become unleashed.

Some business executives have taken a laggard 
approach to Generative AI adoption (some even 
outright banning it in their organizations), citing 
the hallucination errors of GPT 3.5 (GPT 4 has 
improved on them), viewing the technology 
through a narrow lens of text generation only. 
However, in doing so, executives run the risk of 
missing out on productivity and creativity gains 
for their organization.

Hot take:
Executives would be well-served to prepare for  
the compounding effects of AI developments, in-
cluding multimodality, which will lead to an even 
faster pace of innovation. 

https://www.gartner.com/en/articles/beyond-chatgpt-the-future-of-generative-ai-for-enterprises
https://www.bloomberg.com/news/articles/2023-01-23/microsoft-makes-multibillion-dollar-investment-in-openai#xj4y7vzkg
https://www.mckinsey.com/capabilities/mckinsey-digital/our-insights/the-economic-potential-of-generative-ai-the-next-productivity-frontier#key-insights
https://arxiv.org/abs/2303.12712
https://arxiv.org/abs/2303.12712
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More than one mode to rule them all
As mentioned above, while chatbots that 
produce text, like ChatGPT, have drawn much 
public attention, Generative AI is becoming 
increasingly multimodal and can create other 
types of material, like graphics, video, audio, and 
computer code.

Multimodal Generative AI systems offer 
enhanced personalization 
by customizing content 
based on user preferences 
and behavior. This capability 
extends from personalized 
product recommendations 
to curated playlists and 
customized video content. 
These systems can 
also conduct customer 
interviews, and generate 
novel content for PR 
purposes. 

Additionally, multimodal 
Generative AI can provide 
comprehensive insights 
into data by analyzing 
multiple types of data 
simultaneously. This is 
particularly useful in sectors like healthcare, 
market research, and security where large and 
varied data sets and types such as patient 
records, consumer behavior, and surveillance 
videos must be analyzed.

In terms of product development, multimodal 
Generative AI can expedite the process by 

generating new product designs, suggesting 
improvements, or visualizing product concepts 
in 3D. Tools like Midjourney can help designers 
quickly create new product concepts by 
leveraging a training set of existing product 
designs against stipulated parameters. One area 
to watch is the convergence of mixed reality with 
Generative AI.

Multimodal Generative AI can also create 
educational and training content that caters to 
different learning styles, generating text, audio, 
and visual or video content as required. Offering 
multiple output modes can improve content 
accessibility by catering to a wider range of 
customers and employees, including those with 
disabilities, transcribing and translating speech, 

or describing images.

Of all the outputs Generative 
AI can create, the most 
transformative will likely be the 
democratization of code and 
algorithm generation and data 
analysis.

How Generative AI differs 
from other forms of AI
Generative AI models are trained on incredibly expansive 
and diverse volumes of unstructured data. For instance, a 
foundation model known as a large language model (LLM) 
is trained on a sizable volume of material that is freely 
accessible online and covers a broad range of themes. 
Classic deep learning models are often trained on a more 
focused data set, even though they may work with large 
volumes of unstructured data.  For more information on the 
differences between Generative AI and other forms, please 
see Appendix 1: Contrasting Discriminative and Generative AI

Hot take:
We anticipate that within 6-12 months, EVERY 
digital product, app, & interface will incorporate 
Generative AI in one form or another.
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Analysis and Insight
A new tech goldrush
As expected, a range of Generative AI use cases are currently being explored across many different 
business functions, and some are more valuable than others. 

According to McKinsey, the business functions where Generative AI can be currently deployed to 
produce the most impact are marketing, sales, customer operations, software engineering, product 
development and R&D.

External facing process Internal facing process

Marketing Personalized content can be created at scale with Generative AI in 
marketing. A targeted ad copy, email subject line, or social media post can 
be generated based on specific customer segments. Using Generative AI, 
e-commerce companies can automatically generate product descriptions 
based on customer reviews and specifications, saving time and resources.

Software 
engineering

Generative AI can be used to create, debug, and optimize software code. 
Developers can use it to automate repetitive tasks such as generating 
boilerplate code, writing unit tests, or refactoring code. It can also simulate 
potential code paths to identify and fix bugs. For example, a developer 
could use Generative AI to generate code snippets for a particular feature 
based on desired specifications, accelerating the development process.

Sales The use of Generative AI in sales can help you generate leads and forecast 
sales. Customer data, market trends, and historical sales data can be 
analyzed to identify potential leads. Software companies can generate 
customer profiles and recommend personalized product offerings based 
on their needs and preferences.

Product 
development

In product development, Generative AI can facilitate designs and 
prototypes. It can generate diverse and innovative product concepts based 
on input parameters and user preferences. For example, an automotive 
company may employ Generative AI to generate various car designs 
based on desired performance metrics, aesthetic preferences, and safety 
requirements. 

Customer 
operations

A customer service function powered by Generative AI can respond 
automatically to common queries, freeing up human agents to handle 
more complex issues. These chatbots can also generate natural 
language responses that closely mimic human interaction. For instance, 
a telecommunications company can deploy an AI chatbot that assists 
customers with troubleshooting common network issues. 

Unlike previous versions, Generative AI-enabled chatbots are able to 
engage in more complex conversations. Being trained on larger datasets, 
improves their performance and reduces the need for human intervention.

R&D Data analysis and scientific research can be made easier with the 
assistance of Generative AI in R&D. Synthetic data can be generated to 
supplement limited datasets, simulate experiments, and predict results. 
Researchers can use Generative AI to explore different hypotheses 
and uncover new patterns or correlations in complex datasets. In drug 
discovery, Generative AI helps generate novel chemical compounds with 
desired properties.

https://www.mckinsey.com/capabilities/mckinsey-digital/our-insights/the-economic-potential-of-generative-ai-the-next-productivity-frontier#key-insights
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External facing process Internal facing process

Software 
engineering

Product 
development

R&D

Generative AI can be used to create, debug, and optimize software code. 
Developers can use it to automate repetitive tasks such as generating 
boilerplate code, writing unit tests, or refactoring code. It can also simulate 
potential code paths to identify and fix bugs. For example, a developer 
could use Generative AI to generate code snippets for a particular feature 
based on desired specifications, accelerating the development process.

In product development, Generative AI can facilitate designs and 
prototypes. It can generate diverse and innovative product concepts based 
on input parameters and user preferences. For example, an automotive 
company may employ Generative AI to generate various car designs 
based on desired performance metrics, aesthetic preferences, and safety 
requirements. 

Data analysis and scientific research can be made easier with the 
assistance of Generative AI in R&D. Synthetic data can be generated to 
supplement limited datasets, simulate experiments, and predict results. 
Researchers can use Generative AI to explore different hypotheses 
and uncover new patterns or correlations in complex datasets. In drug 
discovery, Generative AI helps generate novel chemical compounds with 
desired properties.

Marketing Personalized content can be created at scale with Generative AI in 
marketing. A targeted ad copy, email subject line, or social media post can 
be generated based on specific customer segments. Using Generative AI, 
e-commerce companies can automatically generate product descriptions 
based on customer reviews and specifications, saving time and resources.

Sales The use of Generative AI in sales can help you generate leads and forecast 
sales. Customer data, market trends, and historical sales data can be 
analyzed to identify potential leads. Software companies can generate 
customer profiles and recommend personalized product offerings based 
on their needs and preferences.

Customer 
operations

A customer service function powered by Generative AI can respond 
automatically to common queries, freeing up human agents to handle 
more complex issues. These chatbots can also generate natural 
language responses that closely mimic human interaction. For instance, 
a telecommunications company can deploy an AI chatbot that assists 
customers with troubleshooting common network issues. 

Unlike previous versions, Generative AI-enabled chatbots are able to 
engage in more complex conversations. Being trained on larger datasets, 
improves their performance and reduces the need for human intervention.

Hot take:
Outside of the creation of novel functions and 
solutions, many organizations are considering 
how this technology can raise the bar for their 
existing portfolio of digital products. Existing 
creator tools (like Adobe, etc.) in particular are 
seeing massive enhancements!
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Generative AI will give data intelligence a boost.

Beyond the enhanced ability to automate tasks 
across business functions, Generative AI also 
has the opportunity to improve organizational 
decision making capabilities. 

A common roadblock to deriving intelligence 
from large data sets is the manual effort 
required in establishing an effective pipeline. 
This is where Generative AI may have its most 
transformative impact on the enterprise. By 
automating data transformation, preprocessing, 
feature engineering, anomaly detection, and 
simulation, Generative AI will dramatically 
decrease time-to-insight. 

As increasingly advanced and high quality 
data sources become available to and 
through Generative AI models, the quality of 
automatically generated insight will increase 
exponentially - while opening up the analysis 
of multiple scenarios simultaneously. This will 
afford businesses the ability to make better 
decisions, and pivot their business strategies 
in a more agile manner. The provision of these 
capabilities is made possible by developing an 
organization’s Data Intelligence. 

At Geotab we have defined Geotab Data 
Intelligence: Collecting, analyzing, and leveraging 
large amounts of data to extract insights 
and recommend actions to solve business 
challenges. At Geotab, we deliver these insights 
through advanced analytics, machine learning, 
computer vision, and AI-based optimization. 

Data Intelligence must be supported by a robust 
data platform and strong data management, 
data quality, and data privacy capabilities – 
functions crucial to unlocking Generative AI’s 
potential.  When coupled with strong data 
management fundamentals, industries with 
high data availability (such as telematics), can 
apply Generative AI to drive actionable insight 
and Data Intelligence (for more information 
on potentials for telematics, see Appendix 2: 
Telematics Poised for Generative Impact).

Hot take:
Generative AI will revolutionize data analytics. 
By combining on demand code writing and 
synthetic data, these algorithms can generate 
realistic scenarios and simulate outcomes. 
This will enable analysts to provide informed 
recommendations in a fraction of the time it 
used to take!
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Fine-tuning (while respecting privacy and collecting high quality 
data) is the path to competitive advantage.

Generative AI models are in the process of 
revolutionizing the way we think, perceive, and 
do business. One of their more transformational 
applications is the ability to assist developers to 
detect issues in code bases and enable them to 
code more quickly. 

These generative models now take advantage 
of transfer learning, whereby models trained 
on large datasets can be fine-tuned on smaller, 
task-specific datasets or a collection of prompts 
for specific tasks. 

Businesses must fine-tune models using 
their proprietary data to create a competitive 
advantage from Generative AI, as foundation 
models are only accessing public data.

Looking at the finance industry, for example, a 
generic model could only offer general, public 
information about stocks or other assets and 
frequently can’t or outright won’t give investing 
advice.
 
A fine-tuned model with access to exclusive 
databases could offer insight to boost output 
and return. For instance, Bloomberg has 
created BloombergGPT, a comprehensive 
language model specifically designed for the 
financial sector which incorporates sentiment 
analysis, named entity recognition, and news 
classification. This application has achieved 
excellent results in benchmark tests because 
it was built utilizing a blend of general-purpose 
and financial datasets.
 
An increasing number of foundation models 
can enable such use cases. Hugging Face - a 
platform for open-source generative models - 
has a collection of models used by over 10,000 
organizations to create unique generative 
models. 

What is LLM fine-
tuning?
As mentioned above, a foundation LLM 
can be modified and tailored to serve a 
particular domain better or accomplish 
specific tasks. A fine-tuning procedure 
involves further training the model on a 
more narrowly focused dataset pertinent 
to the desired application.

Foundation LLMs are pre-trained using 
enormous volumes of diverse text 
input, which aid in their ability to acquire 
grammar, context, and general language 
understanding. Leveraging this generic 
information, fine-tuning improves a 
model’s performance and comprehension 
in each area.

For specialized tasks such as spotting 
disease signs in medical texts, for 
instance, an LLM should be fine-tuned. 
This procedure alters the model’s 
behavior, enabling it to produce more 
precise and relevant results to the task at 
hand. For more information on fine-tuning, 
see Appendix 3: Fine-tuning Methods.

https://www.reuters.com/technology/ai-startup-hugging-face-valued-45-bln-latest-round-funding-2023-08-24/
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There are four primary approaches to Generative AI adoption: 

1
Off-the-Shelf 

(OTS)

The AI model and 
application are pre-
packaged and don’t 

need personalization. 
ChatGPT is an 

example of this 
(using Open AI’s 

model).

2 
Customized 
app w/ OTS 

model

A foundation model 
was used to build 
this application. 
A great example 

is Jasper, an 
Open AI-based 

content marketing 
application.

3
Custom app 
w/fine-tuned 

model

This type of 
application is built 

on a foundation 
model that has been 

modified (tuned) 
for a specific need. 

Developers can 
patch together 
multiple open-
source models 

using platforms to 
construct their own 
customized models 

for various use 
cases.

4
Custom App w/
in-house model

 
These applications 

are built with an 
internal model 

trained using public 
and private data. This 
form of development 

is preferred by 
companies that 

deal with sensitive 
user data, such 
as healthcare 
organizations.

Hot take:
The reason LLM’s and Generative AI have piqued 
the interest is that they have ‘sparks of Artificial 
General Intelligence (AGI)’ and can provide a 
good facsimile of reasoning, notwithstanding 
the academic debate about what is intelligence 
and what is consciousness, simply put, this 
technology works!

“By far, the greatest danger of Artificial 
Intelligence is that people conclude too 

early that they understand it.”
- Bernard Marr
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Risks and Considerations
Key considerations for Generative AI 
When it comes to adopting Generative AI compared to other AI techniques, there are several key 
differences to consider:

Output Generation: The primary 
distinguishing characteristic of 
Generative AI (at the moment) is 
its ability to create new content 
or generate novel outputs, such 

as images, music, text, or video. Unlike other 
AI techniques that focus on classification, 
prediction, or pattern recognition, Generative AI 
models can produce original content based on 
training data. However, recent developments 
have indicated that Generative AI may swallow 
up some other (discriminative) techniques as 
generative models can, in some cases, suggest 
and improve upon the methods themselves. 

Training and Data Requirements: 
Generative AI models typically 
require large and diverse datasets to 
learn from and generate meaningful 
outputs. The training process 

involves exposing a model to a substantial 
amount of data, often using unsupervised or 
reinforcement learning techniques. This aspect 
of Generative AI adoption requires specific 
data collection, storage, and management 
considerations, including the need for labeled 
or annotated data for supervised training, if 
applicable.

Speed of Tech Change: There is a 
significant process lag at the current 
moment. As organizations race 
to develop strategies for adopting 

Generative AI, many areas of their business 
still need to modernize. As such, many need 
to improve in a better position from a process 
standpoint. For example, some industries still 
rely on sending faxes for critical processes. 
The extent to which legacy technologies can 
integrate with Generative AI will be a barrier. 

Graphic Processing Unit (GPU) 
Availability: In terms of Generative 
AI solutions, GPUs have a significant 
impact because they are capable 

of performing parallel computations much 
faster than traditional CPUs. The capability to 
process large amounts of data simultaneously 
is particularly important for training large neural 
networks. In addition, GPU availability influences 
the complexity and sophistication of models, as 
more powerful GPUs enable building larger and 
more intricate neural networks.

Evaluation and Quality Assessment: 
Assessing the quality and 
usefulness of the generated outputs 
is a critical aspect of Generative 
AI adoption. Unlike other AI 

techniques where evaluation metrics are often 
well-defined, evaluating Generative AI outputs’ 
creativity, coherence, relevance, or novelty can 
be subjective and context-dependent. Adopting 
Generative AI requires developing appropriate 
evaluation criteria and involving domain experts 
or human judgment in the assessment process.

Skill Set and Expertise: Adopting 
Generative AI often requires 
specialized knowledge and 
expertise in working with generative 
models, training techniques, and 

creative applications. Organizations must 
invest in developing or acquiring the necessary 
skills, including data scientists, machine 
learning experts, domain experts in relevant 
creative fields, and possibly artists or designers, 
depending on the specific use case.
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Navigating the risks of Generative AI 
As Generative AI becomes more pervasive, new laws and regulations will be introduced to govern 
its use. Given the broad-reaching implications of the technology, organizations looking to adopt 
Generative AI must keep the following forces in mind as they design their governance programs. 

Customer and Employee Privacy
Privacy concerns can surface if users enter data that later appears in model outputs 
in a way that identifies specific people. When building Generative AI solutions, 
privacy-by-design principles are crucial to protect user data. These principles ensure 
that user data isn’t unintentionally exposed or exploited during model training. 
Moreover, considering privacy from the initial design phase also builds trust with 
users by demonstrating a commitment to safeguarding their personal information, 
and helps comply with ever-evolving data privacy regulations.

Additionally, Generative AI could produce and spread malicious content like 
deepfakes, hate speech, and disinformation. Organizations must ensure robust data 
protection mechanisms to avoid unapproved access, data breaches, and potential 
exploitation of sensitive information.

Data and Cyber Security
Significant IP concerns can arise from training data and model outputs, including 
possible infringement of copyrighted, trademarked, patented, or other legally 
protected works. Organizations must understand what data was used in training and 
how it is used in tool outputs even utilizing a third-party tool. There are also concerns 
about data leakage with employees of a company each inputting what seems to be 
harmless prompts into these systems, which also allow a motivated intruder to better 
understand a company’s strategy.

As much as Generative AI can be a tool for productivity and creativity, there’s 
also the potential for misuse. For instance, a bad actor can deceive a model into 
producing a result that neither the model’s creator nor the end user anticipated by 
using “prompt injection” - a technique that can hijack the output of a language model. 
Additionally, hackers may uncover new ways to employ Generative AI to increase 
the sophistication and speed of cyberattacks that outpace the capability of cyber 
defense systems.

Hot take:
While the overall principles of AI adoption, 
such as data readiness, infrastructure, and 
governance, apply to Generative AI, these 
fundamental differences highlight the unique 
considerations when adopting Generative AI 
techniques compared to other AI approaches. 
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Ethics and Employment
The usage of AI may lead to ethical concerns regarding automation and its effects on 
the labor market. Much fear is associated with job displacement, particularly given 
the tumultuous tech market. Businesses will be considering the possible effects 
of replacing functions with AI-powered technologies and thus must investigate 
strategies to retrain and upskill their staff.

Environmental Impact
Developing and training foundation models may have adverse societal and 
environmental effects, such as increased carbon emissions. It is estimated that 
the training of Open AI’s LLM resulted in upwards of 500 tons of carbon (or more) 
being released into the atmosphere (Source: Cybernews). While training LLMs is 
expected to become more efficient, this is still essential as organizations balance 
environmental impact with competitive advantage and performance. 

Algorithmic Bias
According to IBM, poor data quality costs US businesses $3.1 trillion annually, 
highlighting the importance of good data governance. Poor-quality data leads 
to poor-quality decisions, but another challenge poses a potentially even greater 
risk: inputting, and thus scaling, unchecked biases into decision-making systems. 
Organizations must actively try to identify and resolve potential biases in their AI 
systems to reduce the risk of biased decision-making. 

Reliability and Explainability
The EU’s GDPR legislation includes ‘right to explanation’ rules which can be 
challenging to fulfill with AI models due to their inherent ‘black-box’ nature – it is 
expected that as AI scales across industries, these regulations will become more 
commonplace. Since Generative AI models use neural networks with a massive 
number of parameters, it is difficult to explain how any given solution is generated. A 
user’s capacity to judge the correctness and dependability of outputs is hampered by 
the fact that models can generate various responses to identical prompts.

Hot take:
Organizations adopting Generative AI must 
factor these risks and considerations into their 
governance programs through an effective 
maturity model to ensure success. 

https://cybernews.com/editorial/chatgpt-carbon-footprint/#:~:text=However%2C%20Luccioni%20also%20estimated%20emissions,carbon%20dioxide%2C%20research%20has%20shown.
https://www.anodot.com/blog/price-pay-poor-data-quality/


Enter The GEOTAB Generative AI Maturity Model
Geotab’s Generative AI Corporate Maturity Index serves as a guiding compass, offering a structured 
approach to evaluate and evolve an organization’s engagement with Generative AI. Generative AI 
maturity can be decomposed into three primary categories:

1. People & culture Keeping pace with rapid technological advances requires a culture that
promotes continuous learning, encourages experimentation, and fosters a growth mindset. It’s
equally important to attract and retain diverse talent who bring varied perspectives, enhancing
the creativity and reducing potential biases in AI models.

2. Strategy & governance A well-defined Generative AI strategy ensures that initiatives are
purposeful and value-driven. At the same time, strong governance mechanisms ensure that AI is
used responsibly and ethically, addressing issues such as transparency, bias, and privacy.

3. Data & tools A model’s effectiveness is directly affected by the quality, diversity, and
management of data. This data must be coupled with the right tools and infrastructure to enable
efficient model training, tuning, validation, and deployment.

By striking a judicious balance between risk and opportunity in these dimensions, businesses can 
responsibly harness the transformative power of Generative AI while safeguarding against potential 
pitfalls.

PEOPLE &
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DATA & 
TOOLS
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level

1
Learning to drive
Description: At this level, the 
organization has just started 
exploring Generative AI and has 

limited understanding or experience with its 
implementation. Some experimentation with 
third party tools is occurring, but it is not being 
tracked centrally.

The critical risks at this stage are competitive 
disruption (through inaction), and a potential 
violation of company data policy, as some 
employees may unwittingly publish proprietary 
data to a  third party or even an open model.  

Key aspects:

1. People & culture

• Low awareness: Limited awareness 
and understanding of Generative AI, its 
capabilities, and potential applications.

• Skill development: Providing training and 
upskilling opportunities for employees to 
build expertise in Generative AI.

• Ad hoc initiatives: Ad hoc experiments 

or pilots with Generative AI, but 
no standardized processes or 
methodologies. No standardization, 
documentation, or visibility into prompts 
being used.

  
2. Strategy & governance

• Limited governance: No defined policies 
or governance structures for Generative 
AI projects.

• Strategic vision: Developing a vision 
for Generative AI adoption in line with 
organizational goals and objectives.

• Proof of concept: Conducting successful 
proof-of-concepts that demonstrate the 
business value of Generative AI.

3. Data & tools

• Limited resources: Limited investment 
in dedicated resources, tools, and 
infrastructure for Generative AI.

• Data silos: Data that could be used to 
fine-tune or build a foundation model 
is housed in disparate locations across 
the organization and may not be in the 
correct format required to be useful.

Acceleration tips
Here’s how to go from Level 1 to Level 2:

□ Conduct Generative AI workshops: Organize workshops or training sessions to educate 
stakeholders about Generative AI and its potential applications.

□ Pilot projects: Start with small-scale pilot projects using pre-built applications containing 
Generative AI to gain hands-on experience and demonstrate value to decision-makers.

□ Develop skill roadmaps: Identify key roles and skills required for Generative AI adoption 
and create development roadmaps to upskill employees.

□ Risk assessment: Perform a legal and compliance analysis to understand your 
organization’s risk factors with Generative AI.
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level

2
Designing the vehicle
Description: The organization 
is actively investing in building 
capabilities and expanding the use of 

Generative AI through increasingly sophisticated 
use cases. Positive momentum is beginning to 
develop across the organization and data and 
AI literacy are increasing. Conversations around 
how the technology could be deployed next and 
sharing of project “win stories” is commonplace.  

The primary issue at this stage is the lack of 
efficiency in exploring projects of business 
value. While experimentation is vital to 
understanding, organizations should look to 
develop a coherent strategy at this stage.  

Key aspects:

1. People & culture

• Collaboration: Encouraging cross-
functional collaboration and knowledge-
sharing among teams involved in 
Generative AI initiatives.

• Skill specialization: Developing 
specialized roles or teams with in-depth 
expertise in Generative AI.

  
2. Strategy & governance

• Use case expansion: Expanding the 
use of Generative AI beyond initial pilot 
projects to different business units or 
functional areas.

• Governance framework: Establishing 
initial principles, policies, and guidelines 
for ethical use of Generative AI projects. 
Applying a “privacy-by-design” approach 
to all pilots and projects. 

• Planning and roadmapping: Designing 
a roadmap that maps out how the 
organization will use foundation models 
and fine-tuning to create competitive 
advantage. 

3. Data & tools

• Infrastructure setup: Investing in 
necessary hardware, software, and 
computational resources for Generative 
AI.

• Data readiness: Ensuring availability of 
quality and relevant data for Generative AI 
projects.

Acceleration tips
Here’s how to go from Level 2 to Level 3:

□ Use Case Expansion: Identify additional 
use cases where Generative AI can bring 
value, and prioritize their implementation.

□ Establish Data Governance: Develop 
robust data governance practices, 
including data acquisition, cleansing, 
storage, and privacy, to ensure high-quality 
data for Generative AI projects.

□ Foster Collaboration: Encourage 
collaboration between data scientists, 
domain experts, and creative 
professionals to leverage their combined 
expertise in Generative AI projects.
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level

3
Building a performance 
engine
Description: The organization has 
achieved a high level of maturity 

in Generative AI adoption, with widespread 
integration and optimization. Almost everyone 
in the organization who can benefit from 
Generative AI is using it efficiently and 
effectively. An organization at this stage should 
be able to confidently deploy applications that 
leverage Generative AI  - integrating the output 
in a manner that is explainable, transparent, and 
high-quality.

The key risk at this stage is letting the 
momentum slow down. For instance, settling for 
the purchase of fully packaged solutions without 
considering the advantages either fine-tuning a 
foundation model or developing a novel model 
could afford.
 
Key aspects:

1. People & culture

• Continuous exploration: Implementing 
a culture of continuous learning and 
improvement for Generative AI projects, 
including ongoing exploration and 
adoption of new foundation models and 
fine-tuning techniques.

• External collaboration: Engaging in 
partnerships or collaborations with 
external entities to leverage expertise in 
Generative AI.

  
2. Strategy & governance

• Governance enforcement: Strengthening 
governance frameworks, policies, and 
controls by monitoring adherence to 
ensure responsible and ethical use of 
Generative AI.

• Decision support: Utilizing Generative 
AI for decision support and strategic 
planning.

• Product leadership: Product management 
is well-versed in Generative AI and can 
clearly illustrate business value and 
viability of Generative AI for customers.

3. Data & tools

• Process integration: Integrating 
Generative AI into existing workflows, 
processes, and systems.

• Strong data management: Implementing 
effective data management practices, 
including data acquisition, storage, 
cleansing, and privacy, specifically 
for Generative AI projects that utilize 
foundation models and require fine-
tuning.

• Focus on scalability: Scaling Generative 
AI initiatives to cover a wide range of use 
cases and business operations.

Acceleration tips
Here’s how to go from Level 3 to Level 4:

□ Custom foundation model 
development: Explore opportunities to 
train custom foundation models that align 
with specific organizational needs and 
use cases, utilizing in-house or external 
expertise.

□ Performance optimization: Invest 
in infrastructure and computational 
resources to enhance Generative AI 
projects, including foundation models, 
fine-tuning, and custom model training, for 
improved performance and scalability.

□ Continuous learning and research: 
Encourage teams to stay updated with 
the latest research and advancements in 
Generative AI, attend conferences, and 
engage in industry collaboration to drive 
innovation.
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level

4
Full speed ahead
Description: Business productivity 
has increased across the 
organization, and there is 

experimentation occurring at the leading edge 
of Generative AI, namely via the creation of 
algorithms and machine learning as outputs 
of the generative models. At this stage, the 
organization is helping to move the field of 
Generative AI forward and has the potential to 
serve as a platform for industry-wide adoption.  

A risk here is maintaining the explainability 
and transparency of generative models as they 
advance and effectively democratizing this 
knowledge.
 
Key aspects:

1. People & culture

• Thought leadership: Actively contributing 
to the advancement of Generative AI 
through research, publications, or industry 
participation.

• Championing ethics: Demonstrating 
ethical leadership by responsibly 
addressing the social and ethical 
implications of Generative AI.

  
2. Strategy & governance

• Business transformation: Actively 
leveraging Generative AI to transform 
core business processes, products, and 
services.

• Ecosystem development: Building an 
ecosystem of partners, vendors, and 
startups specializing in Generative AI to 
support and advance initiatives.

3. Data & tools

• Advanced algorithms and models: 
Leveraging state-of-the-art Generative AI 
algorithms, models, and techniques (such 
as reinforcement learning with human 
feedback (RLHF), including potentially 
developing a proprietary model.

• Automated processes: Automating 
Generative AI workflows and processes, 
including foundation model selection and 
fine-tuning, for increased efficiency and 
productivity.

Acceleration tips
Here’s how to maintain momentum at level 
4:

□ Strategic foresight: Develop a horizon 
scanning capability and continually 
research and analyzing emerging trends to 
stay on top of developments in this space. 

□ Research and development: 
Continually invest in internal research 
and development efforts to advance 
Generative AI techniques.

□ Thought leadership and industry 
collaboration: Publish research findings, 
contribute to open-source projects, and 
engage in partnerships with academic 
institutions or industry experts to establish 
thought leadership and drive the field 
forward.

□ Innovation and experimentation: 
Continue to encourage a culture of 
innovation and experimentation by 
allocating resources for exploratory 
projects, hackathons, and innovation 
challenges to foster continuous innovation 
and push boundaries.
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Moving Forward

Effective governance to enable 
a generative future
When it comes to adopting Generative AI 
compared to other AI techniques, there are 
several key differences to consider:

The journey to achieving mature, effective 
utilization of Generative AI is challenging. With 
each step forward, organizations must manage 
potential risks and pitfalls to ensure that the 
opportunities unlocked by this transformative 
technology are balanced against the need for 
responsibility and caution. 

A pivotal component of this balance lies 
in governance. As we navigate the largely 
uncharted territory of Generative AI, a strong 
governance program becomes our compass, 
guiding us through complex decisions and 
providing a framework for managing risks. 

From data governance that ensures quality and 
respects privacy, to technology governance 
that evaluates and manages the integration of 
new tools, these approaches play a crucial role. 
Governance extends to managing the human 
impacts of AI, ensuring workforce transitions are 
handled responsibly and that the cultural shifts 
induced by AI adoption are well-navigated. 

Given that some use cases of Generative AI are 
simple to implement, some may be tempted to 
apply it randomly throughout the company in a 
guerrilla-style adoption strategy. However, given 
the distinct risk implications and the capacity 
of foundation models to support numerous 
use cases, Generative AI necessitates a more 
thoughtful and coordinated approach. 

Those who use this lever for competitive 
advantage will be focused on fine-tuning their 
models for increasingly complex use cases. 

But organizations will only be able to fine-tune 
Generative AI if they have figured out how 
to manage their data efficiently. Designing a 
scalable data architecture with data governance 
and security protocols is critical to achieving 
this end. Depending on the use case, it may 
also be necessary to upgrade the computing 
infrastructure. 

Consider a scenario where a business strategist 
without a computer science or data science 
background can create an advanced algorithm 
through a natural language prompt. This future 
is rapidly becoming a reality. As Generative 
AI advances, the exponential benefit will likely 
come from the ability to generate code and 
novel machine-learning (or even deep learning) 
techniques, further democratizing access to 
artificial intelligence across industries. 

With any frame-breaking innovation, there 
is always a commensurate amount of fear, 
apprehension, and even ignorance of the real 
potential. Many are worried about the potential 
skill displacement or job loss this technology 
may create. However, a focus on elevating 
individual skill sets to become more strategic 
through the use of Generative AI is what will help 
organizations realize the most business value. 

“The number one benefit of 
information technology is 

that it empowers people to 
do what they want to do. It 

lets people be creative. It lets 
people be productive. It lets 

people learn things they didn’t 
think they could learn before, 

and so in a sense it is all 
about potential.”

- Steve Ballmer
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Maturity is here, it’s just not evenly distributed
Organizations may see that Generative AI maturity is higher in some 
business units than others, and as a whole, may see that they are lagging 
in one or more of the domains of people & culture, strategy & governance, 
and data & tools. 

When evaluating oneself across these parameters, gaps in maturity are 
bound to surface. These gaps should be viewed as opportunities for 
partnership and learning. 

Here are some quick partnership tips based on maturity scenarios:

• If an organization is technologically prepared and their people are 
skilled and ready to move, but is having trouble deciding on a strategic 
direction, external strategy design can help focus the group and move 
things forward. 

• In the event that an organization feels technologically ready, but lacks 
the skills and strategy, they should seek out a professional services 
partner with staff augmentation capabilities. 

• Where there are skills available with a strong executive strategic 
mindset, but lack of tooling and data infrastructure, a third party 
platform makes a good partner to help accelerate. 
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Move towards a generative future

1. Decentralize experimentation, while maintaining centralized governance 
While it may be necessary to centralize the initial experimentation and proof-of-concept work 
to get the ball rolling on Generative AI adoption, pivoting to a decentralized experimentation 
approach will be important so everyone can learn about this revolutionary technology. This will 
ensure no opportunities get missed and can be balanced with a centralized strategic planning 
and governance unit, which sets vision and policy to guide effective adoption.

2. Improve data literacy, architecture, and management 
A concurrent effort to improve hygiene and governance of data will be paramount to ensuring 
the full value of Generative AI is accessible to the organization. An understanding of data will 
not only help the organization safeguard this critical asset, it will also speed up the adoption of 
Generative AI across lines of business. Effective architecture and infrastructure to enable the 
full-scale use of Generative AI will be critical to delivering on the more advanced use cases. 

3. Treat prompts as a valuable data source 
Generative AI must bring about a shift in perspective as to what data even is. Prompts 
themselves are to be considered a valuable source of data, as they can not only inform how to 
generate an effective output, but also the aggregation and analysis of this activity can be used to 
create more efficient use of Generative AI. 

4. Establish a data product design and management function for Generative AI 
Organizations should foster and maintain a product orientation as they build out their Generative 
AI capabilities. Consistently reflecting and asking the question: “how could this create value for 
my customers?” will help guide prioritization decisions and ensure solutions are designed with 
end users in mind.

5. Build a center of excellence for process improvement 
Building the concept of decentralized execution and centralized governance of Generative AI, 
each department in an organization should be mandated to issue a strategic plan on how they 
will adopt this technology. This work must be managed through inter-departmental coordination 
by a central team that can ensure consistency and collaboration. 

Report Authors
David Glazer
Alexandre Dietrich
Amir Sayegh, Ph.D.
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Appendix 1: Contrasting Discriminative 
and Generative AI
Generative AI can create new material, 
frequently in “unstructured” forms (such as 
written prose or photos) that aren’t typically 
represented in tables with rows and columns, 
which is how it varies from earlier kinds of AI or 
analytics.

The billions of neurons in the human brain serve 
as inspiration for artificial neural networks – 
which deliver the core technology that makes 
Generative AI possible. Deep learning, a phrase 
referring to the numerous (deep) layers in neural 
networks, is used to train these networks. 
Numerous recent developments in AI have been 
driven by deep learning.

However, some traits distinguish foundation 
models from earlier iterations of deep learning. 
Firstly, they are trained on incredibly expansive 
and diverse volumes of unstructured data. For 
instance, a foundation model known as a large 
language model (LLM) is trained on a sizable 
volume of material that is freely accessible 
online and covers a broad range of themes. 
Classic deep learning models are often trained 
on a more focused data set, even though they 
may work with large volumes of unstructured 
data. 
 
Deep learning models frequently only have one 
such task they can complete. They can, for 
instance, categorize the objects in a picture 
or carry out another task, like generating a 
forecast. In contrast, a single foundation model 
may carry out both tasks and provide content. 
By ingesting a large amount of training data, 
foundation models discover patterns and 
relationships that allow them to anticipate the 
next word in a sentence. This is how DALL-E 2 
and Stable Diffusion generate visuals based on 
descriptions, and how ChatGPT can respond to 
inquiries on various topics.

Organizations can implement numerous use 
cases using the same foundation model - which 
was rarely possible with classic deep learning. 
A foundation model containing details about 
a business’s products may assist engineers 
in creating new iterations of those items and 
responding to customer inquiries. 

It is often easier to understand a concept by 
explaining what it isn’t. Generative AI techniques 
can be contrasted with a set of other AI 
approaches that fall under the umbrella of 
“discriminative” AI.

While discriminative AI focuses on modeling 
the decision boundary between classes for 
classification and regression tasks, Generative 
AI aims to model the underlying data distribution 
and generate new samples. Each approach 
has its own set of techniques and applications, 
and they are often and increasingly used 
in complementary ways in the field of AI 
development.
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Contrasting AI models
Discriminative AI Generative AI

Discriminative AI focuses on modeling the 
decision boundary between different classes 
or categories. It aims to directly learn the 
mapping from input data to output labels 
without explicitly modeling the underlying 
probability distribution of the data. Some 
techniques commonly used in discriminative AI 
include:

• Logistic Regression: A popular 
discriminative algorithm that models the 
conditional probability of each class given 
the input features.

• Support Vector Machines (SVM): Another 
widely used discriminative method that 
finds an optimal hyperplane to separate 
different classes.

• Random Forests: Ensemble learning 
methods that combine multiple 
decision trees to classify data based on 
discriminative features.

• Neural Networks: Deep learning models are 
often used in discriminative AI, including 
convolutional neural networks (CNNs) for 
image classification and recurrent neural 
networks (RNNs) for sequence labeling 
tasks.

Generative AI, on the other hand, focuses on 
modeling the underlying probability distribution 
of the data to generate new samples. Rather 
than just classifying or predicting labels, 
generative models aim to learn the data 
generation process and develop new instances 
that resemble the training data. Some 
commonly used techniques in Generative AI 
include:

• Generative Adversarial Networks (GANs): 
Consist of a generator and a discriminator 
network that compete during training. 
The generator aims to generate realistic 
samples, while the discriminator tries 
distinguishing between real and generated 
samples.

• Variational Autoencoders (VAEs): VAEs 
learn a latent representation of the input 
data and generate new samples by 
sampling from this latent space.

• Hidden Markov Models (HMMs): HMMs 
are commonly used for sequence modeling 
tasks, such as speech recognition and 
natural language processing.

Domains of application for discriminative AI 
include:

• Classification: Image classification, 
sentiment analysis, document 
classification, and spam filtering.

• Regression problems: Where the goal is 
to predict a continuous value rather than a 
class label.

• Object Detection: Identifying and localizing 
objects in images or videos.

Domains of application for Generative AI 
include:

• Content Generation: Generating text and 
realistic images, such as new faces, artistic 
images, or synthesizing novel scenes.

• Data Augmentation: Augmenting existing 
datasets by generating new samples that 
expand the training set and improve model 
performance.

• Anomaly Detection: Identifying outliers 
or anomalies by learning and detecting 
deviations from the normal data 
distribution.
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Appendix 2: Fine-tuning methods

A foundation model’s weights and parameters 
can be tweaked using a variety of fine-tuning 
techniques to enhance its performance on the 
intended job (adapted from AI Multiple):

1. Transfer learning is where a pre-trained 
model’s weights and architecture are reused 
for a different task or domain in this method 
of fine-tuning. The pre-trained model is often 
developed using a sizable, broad dataset, 
enabling a rapid and accurate adaption to 
new tasks or domains. 

2. Sequential fine-tuning is a technique that 
involves improving a pre-trained model 
on several related tasks or domains 
consecutively. This enables the model to 
acquire more intricate and subtle linguistic 
patterns across many tasks, improving 
generalization and performance.

3. Task-specific tuning involves a pre-trained 
model fine-tuned on a particular task 
or domain using a curated data set. In 
contrast with transfer learning, this strategy 
can be lengthier but may produce better 
performance on the targeted task. 

4. Multi-task learning is a technique that allows 
the pre-trained model to be improved on 
several tasks at once. This method allows 
the model to use common patterns across 
many tasks, improving generalization and 
performance. 

5. Adapter Training allows for fine-tuning on a 
single job without impacting the performance 
of the original model on other tasks. 
Lightweight modules are taught and plugged 
into the pre-trained model.

https://research.aimultiple.com/llm-fine-tuning/
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This white paper is intended to provide information
and encourage discussion on topics of interest to the

telematics community. Geotab is not providing technical,
professional or legal advice through this white paper. While
every effort has been made to ensure that the information

in this white paper is timely and accurate, errors and
omissions may occur, and the information presented here

may become out-of-date with the passage of time.
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